
RSC Advances

PAPER
Structural invest
Pharmaceutical Chemistry Department, Sin

Kashibai Navale College of Pharmacy, Sav

(Bk.), Pune, India. E-mail: vishalzambre@gm

Cite this: RSC Adv., 2015, 5, 23922

Received 19th January 2015
Accepted 18th February 2015

DOI: 10.1039/c5ra01098e

www.rsc.org/advances

23922 | RSC Adv., 2015, 5, 23922–2394
igations by in silico modeling for
designing NR2B subunit selective NMDA receptor
antagonists

Vishal P. Zambre,* Varsha A. Hambarde, Nilesh N. Petkar, Chinmay N. Patel
and Sanjay D. Sawant

Glutamate N-methyl-D-aspartate (NMDA) receptors are widely distributed throughout the mammalian central

nervous system (CNS). They play key roles in many brain disorders, such as brain trauma, seizures, pain,

Parkinson's and Huntington's disease. NMDA receptors are co-assemblies of four subunits. The selectivity of

ligands for the NR2B subunit, out of the others, has shown the best side effect profile. The objective of the

current studies is to establish the structural requirements for pyrazine and related derivatives for being NR2B

selective NMDA receptor antagonists. 2D- and 3D-QSAR models have been developed. 2D-QSAR analyses

revealed the key role of Baumann's alignment independent topological descriptors, such as T_2_F_7,

T_C_O_7 and T_T_T_6, in biological activity prediction. Furthermore, 3D-QSAR analyses showed that steric

and electrostatic molecular descriptors have significant influence in the optimization of pyrazine and related

lead compounds as NR2B selective NMDA receptor antagonists. 3D points generated using a 3D-QSAR study

have been studied to uncover minimum structural requirements of pyrazine derivatives. The significantly high

prediction power of the best QSAR model supports the mechanism of NMDA receptor antagonism through

NR2B subunit selectivity. A molecular docking study of the most active compound 18 revealed important

structural insights needed to optimize pyrazine derivatives for use as NR2B selective NMDA receptor

antagonists. Moreover, a putative structure-based pharmacophore model was established, having features of

two aromatic rings, one hydrogen bond donor and one hydrogen bond acceptor. This pharmacophore

model could be used as a query for virtual screening of commercially available chemical databases to identify

new hits, and 2D- and 3D-QSAR models could be used to predict the activities of identified hits.
1 Introduction

N-Methyl D-aspartate (NMDA) plays an important role in phys-
iological processes, such as neuronal development, learning
and memory, motor activity, and nociception, and also in
pathological states of the CNS including strokes, seizures and
pain.1,2 NMDA receptors (NMDARs) are of great pharmacolog-
ical interest and implicated in various disorders, such as Alz-
heimer's, Huntington's, and Parkinson's diseases, and also in
neuropsychiatric illnesses such as disorders induced by alcohol
and psychotropic drugs.3 NMDARs are heteromeric assemblies
of subunits consisting of NR1, NR2 and NR3 genes.4 The NR2
subunit family is further divided into NR2A, NR2B, NR2C and
NR2D. The NR3 subunit is divided into NR3A and NR3B.4,5

Although NMDARs are also permeable to Na+, Ca+, and K+ ions,
and they most importantly are permeable to Ca++ ions. The NR2
subunit of NMDARs provides an important level of receptor
regulation. The NR2B subunit is primarily localized in the
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dorsal horn of the spinal cord and in structures of the forebrain
including the hippocampus, cortex and striatum, but not the
cerebellum.6 This restricted distribution of the NR2B subunit of
NMDARs makes it a potential therapy target for the treatment of
stroke, epilepsy, neuropathic pain, Parkinson's disease and
Alzheimer's disease. Non-subtype selective NMDA receptor
antagonists have undesirable side effects like dizziness, head-
aches, and hallucinations. These undesirable side effects can be
overcome by the discovery of selective NR2B antagonists such as
ifenprodil (1), Ro 25-6981 (2), traxoprodil (CP-101,606) (3) and
besonprodil (CI-1041) (4).

Therefore, NR2B selective NMDAR antagonists are consid-
ered potential therapeutic agents that are advantageous over
non subtype selective NMDA receptor antagonists such as
memantine (5) and MK-801 (6).

Many new NR2B selective NMDAR antagonists have been
discovered. The research efforts in the discovery of novel
structural classes of NR2B subtype selective antagonists that do
not t the classical “ifenprodil-like” pharmacophore, have been
described by Layton et al.7 Classical “ifenprodil-like” pharma-
cophores containing NR2B selective NMDA antagonists have
also been reported.8 Other reviews on novel patented N-methyl-
This journal is © The Royal Society of Chemistry 2015
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D-aspartate receptor antagonists were also published.9,10 A
review on the structure–activity relationship and therapeutic
applications of NR2B selective antagonists was published by
Beinat et al.11 Recently, novel NR2B selective NMDA receptor
antagonists containing various heterocycles have been repor-
ted, such as aminocyclopentanes,12 benzimidazole,4,13,14 pyr-
azines,15 tetrahydro-3-benzazepine-1,7-diols,16,17 pyridine,18

indole2,19–21 benzoyl urea,22 pyridinol,23 quinolinone,24 amino-
quinoline,25 benzamidine,26,27 and carbamates.28 Although
many developments are taking place in the discovery of NR2B
selective NMDA receptor antagonists, it is very difficult to
discover clinically useful candidates. Study of previously
reported compounds along with the application of some
molecular modeling techniques, such as 2D-QSAR and 3D-
QSAR,29–35 would denitely help to speed up the discovery
process. To the best of our knowledge, so far no such detailed
QSAR study has been described on pyrazine and related deriv-
atives as NR2B selective NMDA receptor antagonists. In this
paper, we propose the rst of its kind, 2D- and 3D-QSAR studies
for pyrazine derivatives for their selectivity towards the NR2B
subunit of a NMDA receptor. The objective of the present study
is to elucidate the structural features of pyrazine derivatives,
which may provide researchers new molecular insights for
further optimization of 2,6-disubstituted pyrazine derivatives as
NR2B selective NMDA receptor antagonists. Some important
observations were also made during the study concerning the
ligands and their interactions with the NMDA receptor.
2 Computational methods
2.1 Molecular docking

To investigate the molecular interaction mechanism for pyrazine
and related derivatives with a NMDA receptor (PDB code 3QEL),
This journal is © The Royal Society of Chemistry 2015
docking studies were performed using AutoDock 4.36 In the RCSB
protein data bank, around seven crystal structures for the NMDA
receptor are available, viz. 3JPW, 3JPY, 4PE5, 3QEL, 3QEM, 4TLL
and 4TLM. Out of these, 3JPW and 3JPY contain no co-crystallized
ligand in them, whereas 4PE5, 3QEL, 4TLL and 4TLM contain
ifenprodil as a co-crystallized ligand. In addition, the PDB 3QEM
is co-crystallized with an ifenprodil derivative (Ro-25-6981).
Among all these crystal structures, PDB 3QEL is the most well
resolved, with a resolution 2.6 �A greater than that of the other
crystal structures. Therefore, a highly resolved structure of PDB
3QEL was selected for the docking study in the present case.
Validation of the docking study was performed by re-docking the
co-crystallized ligand ifenprodil (1) into its binding pocket. A
hydrogen bonding interaction was found between the N–H of the
most active compound (18) and the Gln110 residue of the NMDA
receptor. A similar hydrogen bonding interaction with the Gln110
residue of the NMDA receptor was also observed with the original
co-crystallized ligand (1) in the 3D structure of the NMDA
receptor. Moreover, the rmsd between the best predicted conr-
mation and the original conrmation was found to be 0.24 �A.
Docking experiments were performed using a Lamarckian
genetic algorithm. The lowest energy conformation of the most
active compound 18, generated using docking studies, was
selected as the bioactive conformation.

2.2 Biological data

The experimental biological data was chosen from a series of
thirty ve 2,6-disubstituted pyrazine derivatives (Table 1)
reported by Brown et al. as NR2B selective NMDA receptor
antagonists.15 The present series of compounds has large
structural variations and differences in the biological activity,
with Ki values ranging from 12 to 8900 nM, making the series
ideal for building reliable QSAR models. The biological activity,
i.e., the dependent parameter used in this study, was calculated
as the negative logarithm of the molar unit of the Ki (nM) value.

2.3 Molecular modeling, descriptor calculation and
alignment

A Pentium 4 personal computer with Windows XP workstation
was used for all computations. Molecular modeling studies
RSC Adv., 2015, 5, 23922–23940 | 23923



Table 1 2,6-Disubstituted pyrazine and related derivatives with their biological data used in building and validating models

Compound R1 R2

Biological data

NR2B bind Ki (nM)
Experimental NR2B
bind pKi

Predicted NR2B bind pKi

MLR Residual PLS Residual

1a 2-OMe, 4-F 27 7.57 7.2100 0.36 7.232 0.338

2a 2-OMe, 4-F 53 7.28 6.9770 0.3030 7.0013 0.2787

3 2-OMe, 4-F 54 7.27 7.1815 0.0885 7.1526 0.1174

4 2-OMe, 4-F –(CH2)2OMe 214 6.67 6.5099 0.16010 6.5888 0.0812

5 2-OMe, 4-F –CH2CH(CH3)2 217 6.66 6.9770 �0.3170 7.0013 �0.3413

6a 2-OMe, 4-F –CH2CH3 255 6.59 6.5682 0.0218 6.6988 �0.1088

7a 2-OMe, 4-F 429 6.37 6.7726 �0.4026 6.8501 �0.4801

8 2-OMe, 4-F 610 6.22 6.8165 �0.5965 6.8157 �0.5957

9 2-OMe, 4-F 3565 5.45 6.5428 �1.092 6.6885 �1.2385

10 2,3-Di-F 186 6.73 6.2476 0.4824 6.2731 0.4570

11 2,3-Di-F 341 6.47 6.2476 0.2224 6.2731 0.1970

12 2,3-Di-F 2979 5.53 6.0432 �0.5132 6.1218 �0.5918

13 2-F, 3-OMe 602 6.22 4.9215 1.2985 5.0122 1.2078

14 2-F, 3-OMe 5700 5.24 4.9928 0.2472 5.0223 0.2177

15 3-CN 1554 5.81 5.9271 �0.1171 5.8473 �0.0373

16 4-CN 1571 5.80 5.8249 �0.0249 5.7717 0.0283

23924 | RSC Adv., 2015, 5, 23922–23940 This journal is © The Royal Society of Chemistry 2015
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Table 1 (Contd. )

Compound R1 R2

Biological data

NR2B bind Ki (nM)
Experimental NR2B
bind pKi

Predicted NR2B bind pKi

MLR Residual PLS Residual

17 2-OMe, 4-OMe 1689 5.77 5.9710 �0.2010 5.8130 �0.0430

Compound X1 X2 X3

Biological data

NR2B bind Ki (nM) Experimental NR2B bind pKi

Predicted NR2B bind pKi

MLR Residual PLS Residual

18 C C N 12 7.92 7.1815 0.7385 7.1526 0.7674
19a C C C 48 7.32 7.1815 0.1385 7.1526 0.1674
20 N C C 66 7.18 7.1815 �0.0015 7.1526 0.0274
21 C N C 8900 5.05 7.1815 �2.1315 7.1526 �2.1026

Compound Side chain

Biological data

NR2B bind pKi (nM) Experimental NR2B bind pKi

Predicted NR2B bind pKi

MLR Residual PLS Residual

22a 112 6.95 7.2837 �0.3337 7.2282 �0.2782

23a 266 6.65 6.7726 �0.1226 6.8501 �0.2001

24a 440 6.36 6.4077 �0.0477 6.5132 �0.1532

25 457 6.34 6.9188 �0.5788 6.8914 �0.5514

This journal is © The Royal Society of Chemistry 2015 RSC Adv., 2015, 5, 23922–23940 | 23925
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Table 1 (Contd. )

Compound Side chain

Biological data

NR2B bind pKi (nM) Experimental NR2B bind pKi

Predicted NR2B bind pKi

MLR Residual PLS Residual

26 705 6.15 6.0867 0.0633 6.1420 0.0080

Compound R1

Biological data

NR2B bind Ki (nM) Experimental NR2B bind pKi

Predicted NR2B bind pKi

MLR Residual PLS Residual

27 80 7.1 6.7582 0.3418 6.7058 0.3942

28 116 6.94 6.7582 0.1818 6.7058 0.2342

29 450 6.35 6.7582 �0.4082 6.7058 �0.3558

30 268 6.57 6.6560 �0.0860 6.6301 �0.0601

31 340 6.47 6.5538 �0.0838 6.5545 �0.0845

32 420 6.38 6.4516 �0.0716 6.4789 �0.0989

33 468 6.33 6.3494 �0.0194 6.4032 �0.0732
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Table 1 (Contd. )

Compound R1

Biological data

NR2B bind Ki (nM) Experimental NR2B bind pKi

Predicted NR2B bind pKi

MLR Residual PLS Residual

34 595 6.23 6.4516 �0.2216 6.4789 �0.2489

35 778 6.11 5.9262 0.1838 5.9564 0.1536

a Test set compounds.

Fig. 1 Template and atoms considered for the alignment.

Fig. 2 Alignment of all compounds.
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were carried out using the molecular modeling soware
package VLife Molecular Design Suite (VLifeMDS, 4.3).37 For 2D-
QSAR studies, the structures of compounds were sketched using
the ChemDraw Ultra 8.0 program and were converted into 3D
structures using the Vlife 2D to 3D conversion tool. For 3D-QSAR,
structures were constructed using coordinates of the docked
conformation of compound 18. The energy minimization of the
structures was performed to remove close atom contacts using a
Merck molecular force eld (MMFF) with Gasteiger–Marsili
charges. Then, 1000 cycles were run until a convergence criterion
of 0.001 was achieved. These geometrically optimized structures
were used for building 2D- and 3D-QSAR models. Two-
dimensional descriptors (physicochemical and topological, 245
in number) and three-dimensional eld descriptors (steric,
electronic and hydrophobic) were calculated using the VLifeMDS
soware for 2D- and 3D-QSAR studies, respectively.

For 3D-QSAR, the eld descriptors were calculated with
cutoffs of 10.0 kcal mol�1 for electrostatic and 30.0 kcal mol�1

for steric using Gasteiger–Marsili charges (Gasteiger et al.,
1980).38 The dielectric constant was set to 1.0, considering the
distance-dependent dielectric function. A carbon atom with
charge 1.0 was selected as the probe atom. All compounds were
superimposed on the most active compound 18 by template-
based, atom-based and docked-based alignment methods. For
template-based and atom-based alignments, the energy mini-
mized structure of most active compound 18 obtained by the
above-mentioned method was used. For docked-based align-
ment, the docked pose of compound 18 was used and offered
the lowest energy bioactive conformation. It was thus selected
as a template for further alignment of all compounds using the
atom-based alignment method. Results of the best alignment
(i.e. docked-based alignment) are included in this report. The
This journal is © The Royal Society of Chemistry 2015
atoms that were considered for the alignment are marked with
an asterisk (*) in Fig. 1. A superimposition of all of the
compounds on the template is shown in Fig. 2.
2.4 Training and test set selection

The thirty ve compounds were divided into training (26) and
test (09) compounds. The test set contains 25–35% of all the
compounds to establish a reliable QSARmodel.39 In the training
and test sets, the most potent, moderately active and poorly
active compounds were included to spread the biological
activity range. The similarity of the distribution pattern of the
molecules in the generated training and test sets was judged
RSC Adv., 2015, 5, 23922–23940 | 23927
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based on statistical parameters like mean, maximum,
minimum and standard deviation.
2.5 2D-QSAR

Multiple linear regression (MLR) method.MLR is a standard
method for nding a linear relationship between dependent
and independent variables. It is also called ordinary least
square regression analysis (OLS). The values of the regression
coefficient were estimated by applying least squares curve
tting method. For reliable results, the parameters were set
such that the number of descriptors were not more than 1/5th

the number of data points or molecules in the training set.
The general regression equation for the MLR method is as

follows:

Y ¼ b1 � x1 + b2 � x2 + b3 � x3 + c. (1)

where Y is the dependent variable, ‘b’s are regression coeffi-
cients for the corresponding independent variable ‘x’, and ‘c’ is
a regression constant or intercept.40,41

Partial least square regression (PLSR) method. Herman
Wold developed the PLS method for nding the relationship
between the properties of a molecule and its structure. This
method is used to relate the biological activity with the number
of descriptors (molecular structural descriptors). This method
relates the matrix Y of the dependent variables (Biological
activity) to matrix X of the independent variable, i.e., molecular
structure descriptors.42,43 The objectives of the PLS method are
to estimate the X and Y data matrices and to maximize the
correlation between these matrices. Number of PLS compo-
nents are extracted and a regression equation for correlation of
Y variable with X matrix is created. PLS determines latent vari-
ables which correlate maximum with the biological activity.
(Y dependent variable).44
2.6 3D-QSAR

k-Nearest neighbor molecular eld analysis (kNN-MFA). The
kNN method is a simple distance learning approach wherein a
classication of data can be achieved according to the
majority of its kNN in the training set. In the kNN-MFA
method, several models were generated for selected
members of the training and test sets. Aer training and test
set data selection, the kNN methodology is applied to calcu-
lated descriptors over the grid.45 The steric and electrostatic
interaction energies are computed at lattice points of the grid
using a methyl probe of charge +1. These interaction energy
values are considered for relationship generation and utilized
as descriptors to decide the proximity between molecules.

SW-FB variable selection method. Models were generated
using the kNN-MFA SW-FB variable selection method with
cross-correlation limit set to 1.0 and term selection criteria as
q2. F-test ‘in’ and ‘out’was set to 4.0 and 3.99, respectively. Other
parameters such as variance cut-off were set to 0 kcal mol�1�A�1

and scaling to an auto scaling mode.
kNN-MFA with simulated annealing. Another model was also

developed using simulated annealing as a variable selection
23928 | RSC Adv., 2015, 5, 23922–23940
method. In simulated annealing, the system is heated to a certain
high temperature and cooled to a lower temperature. The cross-
correlation limit was set to 1, maximum temperature as 100,
minimum temperature as 0.01, perturbation limit as 1, and
decrease in temperature by 2. Iteration at the given temperature
was kept at 5 and seed at 0. The term selection criteria were q2,
cut-off variance of 0, scaling set to autoscaling, number of
maximum neighbors as 5 and minimum neighbors as 2.
2.7 Model validation

Internal validation. Developed 2D- and 3D-QSAR models
were validated to establish their internal stability and predictive
ability. Cross-validation is one of the most extensively used
methods for internal validation, which involves a leave-one-out
(q2 LOO) cross-validation. To calculate q2, every compound was
removed from the dataset once; dataset was further divided into
subset of equal size. The activity of an excluded molecule was
predicted using the developed model by the dataset of the
remaining molecules. This procedure is repeated until the
molecules have each been eliminated once. An equation for the
calculation of q2 is as follows:

q2 ¼ 1�
P�

Ypred � Yact

�2
PðYact � YmeanÞ2

(2)

where, Ypred and Yact are the predicted and actual activity of
molecules in the training set, respectively. Ymean is the average
activity of all molecules in the training set.

External validation. The predictive power of the QSAR
models was validated by using an external test set (inhibitors
marked with ‘a’ in Table 1). The inhibitors in the test set were
given exactly the same pre-treatment as the inhibitors in the
corresponding training set. The predictive ability of the model
was calculated using the following equation:

predr
2 ¼ 1�

P�
YpredðTestÞ � YTest

�2

P�
YTest � Ytraining

�2 (3)

where, Ypred(Test) and YTest are the predicted and observed
activities of test set compounds, respectively, and Ytraining is
the mean activity of all molecules in the training set. The
graph of the observed activity versus the predicted activity
(�log Ki) indicates that the model is statistically signicant.
Golbraikh and Tropsha reported that the actual predictive
ability of a QSAR model can only be estimated using an
external test set of compounds that were not used for building
the model.46

Randomization test. The robustness of the QSARmodels was
evaluated by a Y-randomization test. The robustness of the
models for the training sets was examined by comparing these
models to those derived for random datasets. Random sets were
generated by rearranging the biological activities of the mole-
cules in the training set. The signicance of the models was
derived based on the calculated Z score.

The Z score value was calculated using the following
formula:
This journal is © The Royal Society of Chemistry 2015



Table 2 Statistical parameters for biological activity distribution in
training and test set for 2D-QSAR

Parameters Training set Test set

Maximum 7.9200 7.5700
Minimum 5.2400 6.3400
Mean 6.4275 6.8838
Standard deviation 0.5953 0.4665
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Z score ¼
�
qorg

2 � qa
2
�

qstd2
(4)

where qorg
2 is the q2 value calculated for the actual data set, qa

2 is
the average q2, and qstd

2 is the standard deviation of q2, calculated
for various iterations using different random data sets.47

Other metrics to judge predictive power of models. The
predictive power of all four models was judged by a wide range
of validation parameters suggested by Golbraikh and Trop-
sha.46,48 Additional validation parameters, such as Rm

2-
(training), Rm

2(test) and Rm
2(overall) for internal, external and

overall validation, respectively, were computed to check the
quality of the models.49,50

Other validation parameters, such as {[(r2 � r0
2)/r2] < 0.1 or

[(r2 � r 02
0 )/r

2] < 0.1}, were also determined, where r0
2 and r 02

0 are
correlation coefficients for the regression line without intercept
for actual versus predicted and predicted versus actual activity,
respectively. The k and k0, accuracy, sensitivity, specicity,
positive prediction value (PPV), negative prediction value (NPV)
and Matthew's correlation coefficient (MCC) values were
calculated for the models. A new validation parameter, % of
residual value (% residuals), reported by Zambre et al. was also
evaluated for the QSAR models.31
3 Results and discussion
3.1 2D-QSAR

2D-QSAR analysis initially was performed on reported
compounds by dividing them into a training set (26) and test set
(9). The model obtained thus was observed to be statistically
least signicant. Based on the statistical analysis, compounds 9,
13 and 21 showed residuals more than 1 unit in value. In the
series of compounds, compound 9 was the only compound with
2-pyridyl aromatic substitution at the right hand side chain in
the data set. This structural uniqueness of compound 9 may
lead to the higher residual value. Compound 14, with similar
functional groups at the R1 and R2 positions to that of
compound 13, was comparatively well predicted, and for
compounds 18–21, heteroatoms at the X1, X2 and X3 positions
in the central aromatic ring are bioisosteres of each other.
Among these four compounds, compound 21 was over-
predicted. Hence, it is most likely that outliers (compounds
13 and 21) might be a result of an experimental error that could
happen when analyzing a large data set.51 Aer removing these
compounds, a newly formed training set (24) and test set (8)
were assessed for similarity of the distribution patterns (Table
2) of the molecules. Results showed that the max of the test set
is less than themax of the training set and themin of the test set
is greater than that of the training, which is a prerequisite for
further QSAR study. The minimum ‘NR2B binding affinity’
(biological activity) of the test set is greater than the minimum
activity of the training set, and the maximum activity of the test
set is less than the maximum activity of the training set. This
indicates that the test set is within the activity domain of the
training set. A higher mean value of the test set than of the
training set indicates the presence of relatively more potent
compounds, as compared to inactive ones.
This journal is © The Royal Society of Chemistry 2015
MLR and PLS analysis with these newly formed data sets
showed more statistically signicant results (Table 3).

Model-1 (MLR).

�log(Ki) ¼ 0.5250(T_2_F_7) � 0.3649(T_C_O_7)

+ 0.1022(T_T_T_6) + 3.6784

where n ¼ 24, degree of freedom ¼ 20, r2 ¼ 0.7397, q2 ¼ 0.6258,
F test ¼ 18.9418, r2 se ¼ 0.3257, q2 se ¼ 0.3906, pred_r2 ¼
0.6592, pred_r2 se ¼ 0.3940

Model-2 (PLS).

�log(Ki) ¼ 0.5770T_2_F_7 � 0.3369T_C_O_7 + 0.0756T_T_T_6

+ 4.1833

where n ¼ 24, degree of freedom ¼ 21, r2 ¼ 0.7298, q2 ¼ 0.6273,
F test ¼ 28.3641, r2 se ¼ 0.3239, q2 se ¼ 0.3804, pred_r2 ¼
0.6573, pred_r2 se ¼ 0.3951.

The above QSAR models have r2 correlation coefficients of
0.7397 and 0.7298 for MLR and PLS, respectively. The predictive
ability of generated QSAR models was evaluated by q2 (0.6258
for MLR and 0.6273 for PLS) employing the LOO method. The F
value indicates the ratio of variance explained by the models
and variance due to error in regression. The higher F value of
28.3641 for the PLS model indicates that the model is statisti-
cally signicant. Values of Rm

2(training), Rm
2(test), Rm

2(overall),
{[(r2 � r0

2)/r2] < 0.1 or [(r2 � r 02
0 )/r

2] < 0.1}, k and k0, accuracy,
sensitivity, specicity, PPV, NPV, MCC and % residuals were
calculated and found to be within acceptable limits. These
validation parameter values are summarized in Table 3. A
graphical representation of the accuracy, sensitivity, PPV, NPV
and MCC values is given in Fig. 3. Graphs of predicted versus
experimental activities with intercept and without intercept for
training set and test set compounds are shown in Fig. 4. The
‘tness plot’, i.e., plot of predicted versus experimental activity
of training and test set compounds (Fig. 4) for each model,
shows that the built models are statistically signicant. This
suggests that the models were correctly trained and accurately
predict the activity of external test set compounds. Residual
values for each 2D-QSAR model are presented in Table 1. The
percentage contributions of descriptors in deriving both of the
signicant QSAR models are shown in Fig. 5.

Interpretation of 2D-QSAR models. MLR and PLS models
indicate positive contributions of Baumann's alignment inde-
pendent (AI) topological descriptors such as T_2_F_7 & T_T_T_6
and a negative contribution of T_C_O_7, as shown in Fig. 5. The
AI descriptors (Table 4) consider the topology of the molecule,
RSC Adv., 2015, 5, 23922–23940 | 23929



Table 3 Summary of validation parameters for 2D-QSAR models

Statistical parameter Model-1 (MLR) Model-2 (PLS)

Na 24 24
DFb 20 21
r2c 0.7397 0.7298
q2d 0.6258 0.6273
F-teste 18.9418 28.3641
r2 sef 0.3257 0.3239
q2 seg 0.3906 0.3804
Pred_r2h 0.6592 0.6573
Pred_r2 sei 0.3940 0.3951
Z score_CVj 5.80396 5.80396
Best_rand-q2k 0.18513 0.08517
a_rand_CVl 0.00000 0.00000
R2m 0.6619 0.6849
R0

2n 0.2545 �0.246
ko 0.9998 1.0058
R 020

p 0.6462 0.6119
k0q 0.9988 0.9927
(R2 � R 020 )/R2 0.0231 0.1
Rm

2(test) 0.579 0.4999
Rm

2(training) 0.6766 0.6758
Rm

2(overall) 0.7205 0.7125
Absolute sum of observed pKi (test set) 55.1733 55.5263
Absolute sum of residuals (test set) 1.7299 2.0045
% Residual (test set) 3.14% 3.61%
Absolute sum of observed pKi (training set) 154.7708 154.6387
Absolute sum of residuals (training set) 5.9504 5.7651
% Residual (training set) 3.844% 3.73%

a Number of molecules. b Degree of freedom. c Non-cross validated r2. d Cross validated q2. e Fisher test value. f Std error for non-cross validated r2.
g Std error for non-cross validated q2. h Predicted r2. i Std error for predicted r2. j probability of signicance of randomization test. k highest q2 value
in the randomization test. l Statistical signicance of randomization test. m Correlation coefficient derived from predicted pki of test set
compounds. n Correlation coefficient for the regression line passing through origin for experimental vs. predicted activities. o Slope for
regression line passing through origin obtained from actual vs. predicted activities. p Correlation coefficient for the regression line passing
through origin for predicted vs. experimental activities. q Slope for regression line passing through origin obtained from predicted vs.
experimental activities.

Fig. 3 Validation of models using some extra parameters.
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atom type and bond. First, ‘T-attribute’ thoroughly character-
izes the topology of the molecule. Second, the attribute is atom
type, denoted with atom symbol. Third, the attribute is assigned
to a double or triple bond for the atoms. The descriptor T_2_F_7
was found to be directly proportional to the biological activity
variation, which suggests that an electronegative uorine atom
is detrimental for the activity. The most active compound 18 (Ki

12 nM) possesses an electronegative uorine group at the 4th

position of the phenyl ring, whereas the less active compound
23930 | RSC Adv., 2015, 5, 23922–23940
17 (Ki 1689 nM) possesses an electropositive methoxy group at
the 4th position of the phenyl ring. This indicates an importance
of electronegative substitutions at the fourth position of the
phenyl ring. The uorine group is lipophilic in character and
cyano group is hydrophilic in character. Hence, compound 16
(Ki 1571 nM), possessing a hydrophilic cyano group at the 4th

position of the phenyl ring leads to decrease in activity. These
observations revealed that the 4th position of the phenyl ring
should hold more electronegativity and lipophilic character for
better NR2B subunit selectivity of NMDA receptors. The
T_T_T_6 descriptor indicates the count of the number of any
atom (single, double or triple bonded) separated from any other
atom (single or double bonded) by 6 bond distances in a
molecule. This clearly states that a six-membered aromatic ring
is an important requirement for the activity. The descriptor
T_C_O_7 is the count of any pair of a carbon atom and an
oxygen atom separated by 7 bonds. Here, the –OCH3 group
present at the 2nd position of the phenyl ring, was found to be
effective for retaining NR2B selectivity of NMDA receptors. It
was stated that the 2-MeO and 4-F aromatic substitution pattern
is preferred for optimum NR2B binding affinity.15 The results of
the present study corroborates the above observation, as the 2D-
This journal is © The Royal Society of Chemistry 2015



Fig. 4 Graph of predicted vs. experimental activities from the best predictive 2D-QSAR models; MLR training set (3a), test set (3b) and PLS
training set (3c), test set (3d) models.

Fig. 5 Contribution chart for MLR and PLS models.

Table 4 Significance of 2D molecular descriptors used in QSAR study

Descriptors Signicance

T_2_F_7 The count of the number of double bonded atoms (i.e. any double
bonded atom, T_2) separated from a uorine atom by 7 bonds in a
molecule

T_C_O_7 The count of the number of carbon atoms (single, double or triple
bonded) separated from any oxygen atom (single or double bonded) by 7
bond distances in a molecule

T_T_T_6 The count of the number of any atom (single, double or triple bonded)
separated from any atom (single or double bonded) by 6 bond distances
in a molecule

Paper RSC Advances
QSAR alignment independent descriptors, such as T_C_O_7
(oxygen atom of methoxy group at 2nd position of aromatic
ring) and T_2_F_7 (uorine atom at 4th position of aromatic
ring), were found to be well correlated with NR2B binding Ki
This journal is © The Royal Society of Chemistry 2015
values. Compound 14 (Ki 5700 nM) does not meet the above
substitution pattern, thus it was found to be the least active
compound in the series.
RSC Adv., 2015, 5, 23922–23940 | 23931



Fig. 7 Proposed putative pharmacophore model from docking study.

Table 5 Statistical parameters for biological activity distribution in
training and test set for 3D-QSAR

Parameters Training set Test set

Maximum 7.9200 7.5700
Minimum 5.0500 5.5300
Mean 6.4446 6.4989
Standard deviation 0.6523 0.6658

RSC Advances Paper
3.2 Molecular docking

The most active compound 18 was docked into the active site of
the NMDA receptor (PDB Id: 3QEL) using AutoDock 4. The
binding energy for this complex was found to be�9.0. The simple
energy minimised structure may not be the bioactive conforma-
tion. Therefore, the generated lowest energy conformation using
this validated docking study was used as a bioactive conformation
for 3D-QSAR studies. Analysis of docking poses revealed that
compound 18 tted well into the active site of the NMDA receptor
(Fig. 6). The p-cation, p-sigma and H-bond interactions with
some conserved residues were observed. Strong H-bond interac-
tions were observed between the N–H of compound 18 and
Gln110 residue, as well as between the oxygen atom of the
methoxy group and the Arg115 residue of the NMDA receptor.
Moreover, compound 18 forms interactions with some
hydrophobic amino acid residues like Tyr109 and Leu135
present on the GluN1b portion and Ile111, Phe176, and Pro177
present on the GluN2B portion of the NMDA receptor. The
docking pose and orientation of the most active compound 18
revealed that the le side pocket in the NMDA receptor still
has room to accommodate more bulky groups, thus it may be
possible that fused aromatic or hetero-aromatic rings may be
capable of accommodating this site (Fig. 6) for improved
selectivity towards the NR2B subunit of the NMDA receptor.
Based on the key residual interactions, we propose a putative
structure-based pharmacophore model containing the
features of two aromatic rings, one H-bond acceptor and one
H-bond donor, as shown in Fig. 7. The distances among the
pharmacophoric features using the bioactive conrmation of
the most active compound 18 obtained from the docking study
were calculated as shown in Fig. 7. This pharmacophore model
could be useful for virtual screening of commercially available
chemical databases to identify new hits, and 2D- and 3D-QSAR
models could be used to predict the activities of identied hits.

3.3 3D-QSAR models

3D-QSAR studies were performed on 35 previously reported
NR2B selective NMDA receptor antagonists and divided into
training set (26) and test set (9). The training set and test set
were assessed for similarity of the distribution patterns (Table
5) of the molecules.
Fig. 6 Docking interaction model and orientation of compound 18.

23932 | RSC Adv., 2015, 5, 23922–23940
3D-QSAR models were built using kNN-MFA SW-FB and SA
methods. Steric (S), electrostatic (E) and hydrophobic (H) elds
were calculated for each compound in the series. The statistical
quality of the models was judged based on the value of q2, the
internal predictive ability of model, and on the external
predictive ability (pred_r2) of the model to predict the activity of
the test set compounds. The above two methods offered
statistically signicant models (Model-3 and 4) and correlate
steric and electronic descriptors with the NR2B selectivity of
pyrazine derivatives. 3D data points generated around the pyr-
azine nucleus were used to study the steric and electrostatic
requirements for NR2B selective NMDA antagonists.
This journal is © The Royal Society of Chemistry 2015



Table 6 Summary of validation parameters for 3D-QSAR models

Validation parameters kNN-MFA SW-FB (Model-3) kNN-MFA SA (Model-4)

kNNa 2 2
Nb 26 26
DFc 22 20
q2d 0.8103 0.7799
q2 see 0.2904 0.3128
Pred_r2f 0.6556 0.7097
pred_r2 seg 0.3655 0.3355
R2m 0.8206 0.7899
R0

2n 0.8131 0.7844
ko 0.9125 0.9297
(R2 � R0

2)/R2 0.0091 0.0069
R 020

p 0.8105 0.7678
k0q 0.9985 0.9911
(R2 � R 020 )/R2 0.0123 0.0279
Rm

2(test) 0.5216 0.6406
Rm

2(training) 0.7495 0.7313
Rm

2(overall) 0.7461 0.7361
Absolute sum of observed pKi (test set) 57.55 57.55
Absolute sum of residuals (test set) 2.61 1.97
% Residual (test set) 4.53 3.42
Absolute sum of observed pKi (training set) 168.5 168.5
Absolute sum of residuals (training set) 6.43 6.68
% Residual (training set) 3.81 3.96
Descriptors E_23

E_202 S_1033
E_966 E_1044
E_1030 S_1071

S_1118

a k nearest neighbour. b Number of molecules. c Degree of freedom. d Cross validated q2. e Std error for cross validated q2. f Predicted r2. g Std error
for predicted r2.

Fig. 8 Graph of predicted vs. experimental activities from the best predictive 3D-QSAR models; SW-FB training set (5a), test set (5b) and SA
training set (5c), test set (5d) models.

This journal is © The Royal Society of Chemistry 2015 RSC Adv., 2015, 5, 23922–23940 | 23933
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Model-3 (SW-FB).

log(Ki) ¼ E_202 (0.0380 0.0390) E_966 �0.1130 �0.0820 E_1030

0.4580 0.4750

Model-4 (SA).

�log(Ki) ¼ E_23 (0.0040 0.0040) S_1033 (�0.0350 �0.0290)

E_1044 (�0.0290 �0.0190) S_1071 (�0.0050

�0.0040) S_1118 (�0.0750 �0.0550)

Model validation. Model-3 and 4 were found to be statisti-
cally signicant, with the value of the LOO cross-validation
squared correlation coefficient q2 ¼ 0.8103 and 0.7799, respec-
tively, which suggested goodness of the predictions. Both
models have high predictive ability with predictive squared
correlation coefficients (pred_r2) of 0.6556 (Model-3) and 0.7097
Table 7 Residuals of 3D-QSAR

Compound
NR2B binding
Ki (nM)

�log(Ki)
(observed)

Pred

kNN
MF

1a 27 7.57 6.93
2 53 7.28 7.57
3 54 7.27 7.58
4 214 6.67 6.45
5a 217 6.66 6.64
6 255 6.59 6.77
7 429 6.37 6.84
8 610 6.22 5.80
9 3565 5.45 5.14
10 186 6.73 6.66
11a 341 6.47 6.83
12a 2979 5.53 5.80
13 602 6.22 6.66
14 5700 5.24 5.25
15 1554 5.81 5.63
16 1571 5.80 5.63
17a 1689 5.77 6.27
18 12 7.92 7.27
19 48 7.32 7.13
20 66 7.18 6.94
21 8900 5.05 5.34
22 112 6.95 6.54
23 266 6.65 6.47
24 440 6.36 6.62
25 457 6.34 6.45
26a 705 6.15 6.34
27 80 7.1 7.25
28a 116 6.94 6.64
29a 450 6.35 6.28
30 268 6.57 6.87
31 340 6.47 6.29
32 420 6.38 6.35
33 468 6.33 6.52
34 595 6.23 6.43
35a 778 6.11 6.34

a Test set compounds.

23934 | RSC Adv., 2015, 5, 23922–23940
(Model-4), which are in agreement with the accepted criteria of
more than 0.4. Model-3 and 4 were found to correlate with steric
and electronic interaction elds, indicating that these two
descriptors are the key structural features for the optimization
of pyrazine and related derivatives for use as NR2B subunit
selective NMDA receptor antagonists.

Values of Rm
2(training), Rm

2(test), Rm
2(overall), {[(r2 � r0

2)/r2]
< 0.1 or [(r2 � r 020 )/r

2] < 0.1}, k and k0, accuracy, sensitivity,
specicity, PPV, NPV, MCC and% residuals were calculated and
found to be within acceptable limits. All the validation param-
eter values are summarized in Table 6.

The predicted versus experimental correlation graph for the
training and test sets for Model-3 and 4 are depicted in Fig. 8.
Residual values for the SW-FB and SA 3D-QSAR models are
given in Table 7. Between these two models, Model-3 (SW-FB)
displayed higher prediction ability both in regular cross-
validation and in the prediction of the test compounds,
whereas Model-4 (SA) offers sufficient 3D points to study the
icted NR2B binding pKi

A SW-FB Residuals
kNN
MFA SA Residuals

1818 0.638182 7.231062 0.338938
5945 �0.295945 7.224959 0.055041
4706 �0.314706 7.230381 0.039619
2823 0.217177 7.209869 �0.53987
8324 0.011676 6.70122 �0.04122
9736 �0.189736 6.916679 �0.32668
2204 �0.472204 6.840003 �0.47000
4974 0.415026 6.450573 �0.23057
5978 0.304022 5.144824 0.305176
4754 0.065246 6.660224 0.069776
7207 �0.367207 6.563657 �0.09366
5441 �0.275441 5.521352 0.008648
8226 �0.448226 6.504833 �0.28483
4856 �0.014856 5.249304 �0.00930
5744 0.174256 5.521223 0.288777
4587 0.165413 5.430364 0.369636
8748 �0.508748 6.459184 �0.68918
4946 0.645054 7.274963 0.645037
8975 0.181025 6.887164 0.432836
9905 0.230095 6.93614 0.24386
6469 �0.296469 5.34483 �0.29483
9344 0.400656 6.550134 0.399866
1161 0.178839 6.473628 0.176372
0902 �0.260902 6.620445 �0.26045
3336 �0.113336 6.444119 �0.10412
9979 �0.199979 6.348554 �0.19855
21 �0.1521 6.997884 0.102116
113 0.29887 6.4348 0.50520
0839 0.069161 6.422796 �0.0728
5065 �0.305065 6.067154 0.502846
3945 0.176055 6.302404 0.167596
067 0.02933 6.349836 0.030164
0304 �0.190304 6.188163 0.141837
1879 �0.201879 6.426497 �0.19650
9933 �0.239933 6.092101 0.017899

This journal is © The Royal Society of Chemistry 2015
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effect of electrostatic and steric interaction elds of the mole-
cules on their NR2B binding affinity.

Interpretation of 3D-QSAR models. 3D QSAR studies
generate 3D data points around molecules. The range of steric
and electrostatic interaction eld values in the generated 3D
data points were used to interpret the 3D-QSAR models. The
points generated in the kNN MFA SA 3D-QSAR model are E_23
(0.0040 0.0040) S_1033 (�0.0350 �0.0290) E_1044 (�0.0290
�0.0190) S_1071 (�0.0050 �0.0040) S_1118 (�0.0750 �0.0550)
and are shown in Fig. 9. The positive and negative range of the
steric descriptor indicates that more steric substituents or
groups and less steric substituents or groups are preferred for
NR2B selectivity, respectively. Similarly, the positive and nega-
tive values of the electrostatic descriptors suggested the
requirement of electropositive and electronegative groups,
respectively, for NR2B selectivity. To interpret the 3D-QSAR
model, the general structure of the pyrazine derivative was
divided into three regions, such as (i) Central scaffold, (ii) Right
hand side substitutions and (iii) Le hand side substitutions, as
shown in Fig. 10.

Central scaffold. The planar aromatic central core is the
minimum structural requirement of the molecules for NR2B
selectivity. Various central scaffolds were studied by Brown
et al., 2011, viz. pyrazine, phenyl and three pyridine isomers.
Fig. 9 Steric and electrostatic field points for SW-FB and SA methods.

This journal is © The Royal Society of Chemistry 2015
Among the series of compounds, pyridine nitrogen isomer 18
(Ki 12 nM) was found to be most potent, whereas another
pyridine nitrogen isomer 21 (Ki 8900 nM) was found to be least
potent molecule. Brown et al. speculated that the reason for
signicant loss in activity of compound 21 was that the methoxy
group and the pyridine lone pair create repulsive forces, which
twist the methyl group out of a biologically relevant conforma-
tion.15 Our computational results support this hypothesis; we
studied the conformations of the most active compound 18
(Ki 12 nM) and least active compound 21 (Ki 8900 nM) by
superimposing them on each other and found a signicant
difference in orientation of the methoxy group of each
compound. Moreover, the aromatic ring bearing the methoxy
group of compound 21 is ipped approximately 60 degrees
relative to the aromatic ring of the actual bioactive conforma-
tion of the potent compound 18, as shown in Fig. 11. In the case
of pyridine, the lone pair does not contribute to the aromatic
system. It points away from the ring, perpendicular to the ‘p-
orbital’ in a region of localized electron density;52 this may
increase the steric bulk around the nitrogen of the pyridine
ring. In compound 21, this steric bulk around the pyridine
nitrogen may come in close proximity to the methoxy group
(lone pair present on oxygen atom). The steric requirements for
the lone pair of electrons are higher than that for hydrogen, and
hence repulsive forces may be generated between them. This
could be one of the reasons for the change in orientation of the
methoxy group and ipping of the phenyl ring. As the central
scaffold requires planarity of the aromatic rings, perhaps it may
be improved by incorporating more fused aromatic/hetero-
aromatic rings at this position for optimization of binding
affinity towards the NR2B subunit of the NMDA receptor.
Fig. 10 Three regions of molecules considered in the study.

Fig. 11 Superimposition of compound 18 (red colour) and 21 (cyan
colour). Hydrogen atoms of both structures are deleted for a better
understanding.

RSC Adv., 2015, 5, 23922–23940 | 23935
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Right hand side substitutions. 3D data points generated
around this region are S_1033 (�0.0350 �0.0290), S_1071
(�0.0050 �0.0040), S_1118 (�0.0750 �0.0550) for the steric
interaction eld and E_1044 (�0.0290 �0.0190) for the elec-
trostatic interaction eld. The negative steric data points
generated around this region indicate that less bulky groups,
i.e., nonaromatic rings (cyclic rings), are required at this posi-
tion. The negative range of electrostatic points indicates that
electronegative atoms, like oxygen, nitrogen, and sulphur, are
favorable for NR2B selectivity at this position. A stepwise
forward–backward method showed one electrostatic interaction
eld point (E_1030 0.4580 0.4750) around this region. The
positive range of this eld value indicates that electropositive
groups, like methyl, ethyl, propyl, isopropyl, cycloalkyl, and
alkylamine, may be favorable at the right hand side of the
central scaffold. Thus, the right hand side should accommodate
substitutions that hold electronegative atoms with less steric
electropositive groups.

Le hand side substitutions. This region was found to be
surrounded by two 3D eld electrostatic points E_23 (0.0040
0.0040) for simulated annealing and another electrostatic point
E_202 (0.0380 0.0390) for the stepwise forward and backward
Table 8 Structures of selected designed compounds and their predicte

Sr. no. Compound
Predicted NR2B
Binding pKi

Physicochem

log P TPSA

D1 7.60 2.518 64.48

D2 7.23 2.782 37.39

D3 7.21 4.486 24.91

D4 7.21 4.126 24.91

D5 7.15 4.481 34.15

D6 7.3 2.702 84.34

Comp 18 (most active in a series) 7.2 3.749 34.15
Ifenprodil (co-crystallized) — — —
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method. The positive range for electrostatic interaction at this
position indicates that the presence of electropositive groups on
the phenyl ring may contribute to dening NR2B selective
NMDA antagonistic activity.

3.4 Designing of new compounds

The structural requirements derived from the 3D-QSAR studies
were used to design novel active molecules (Table 8). Modi-
cations were made on the central scaffold, right hand side chain
and le hand side chain. It is noteworthy that the pKi values of
these designed compounds were found to be above 7. This
indicates that the 3D-QSAR models may be a strategic guide to
optimizing the poorly active molecules for use as NR2B selective
NMDA receptor antagonists. To judge the reliability of the
predicted activity of the designed compounds, all these
compounds were docked into the NMDA receptor. Although we
designed a series of compounds for use as NR2B selective
NMDA antagonists, compounds with predicted NR2B binding
(pKi) greater than 7 were considered to be active compounds
and compounds with NR2B binding (pKi) less than 7 were
dened as less active ones. Therefore, only six compounds
(D1–D6) were selected for the docking study and rest were
d activities

ical properties Docking

MW
No. of H-bond
acceptors

No. of H-bond
donor Volume

Binding
energy kcal mol�1

318.34 5 1 284.64 �9.6

329.41 4 1 313.73 �8.8

316.39 2 1 297.159 �10.4

316.44 2 1 293.314 �9.2

350.38 3 1 310.536 �10.2

4 339.32 6 2 288.429 �10.2

3 300.38 3 1 284.17 �9.3
— — — — �11.3

This journal is © The Royal Society of Chemistry 2015



Fig. 12 Interacting models of D3, D5 and D6 with NMDA receptor.
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excluded from it. It was found that the compounds suitably t
into the active site. The pKi values predicted from 3D-QSAR
models, as well as the binding energy calculated by the
This journal is © The Royal Society of Chemistry 2015
AutoDock Vina docking program, are given in Table 8. The co-
crystallized ligand (ifenprodil) and compound 18 are included
in Table 8 as references to compare with the newly designed
RSC Adv., 2015, 5, 23922–23940 | 23937



Table 9 CYP450 Modulation by designed compounds

CYP450 Modulation

Compound CYP3A4 CYP2D6 CYP2C19 CYP2C9 CYP1A2

D1 Inhibitor (71%
accuracy)

Inhibitor (81% accuracy) Non-inhibitor (55%
accuracy)

Non-inhibitor (71%
accuracy)

Non-inhibitor (70%
accuracy)

D2 Inhibitor (79%
accuracy)

Inhibitor (91% accuracy) Non-inhibitor (80%
accuracy)

Non-inhibitor (86%
accuracy)

Inhibitor (96% accuracy)

D3 Inhibitor (77%
accuracy)

Inhibitor (86% accuracy) Inhibitor (69% accuracy) Non-inhibitor (76%
accuracy)

Non-inhibitor (58%
accuracy)

D4 Inhibitor (80%
accuracy)

Inhibitor (93% accuracy) Inhibitor (78% accuracy) Non-inhibitor (56%
accuracy)

Inhibitor (59% accuracy)

D5 Inhibitor (83%
accuracy)

Inhibitor (93% accuracy) Inhibitor (80% accuracy) Non-inhibitor (81%
accuracy)

Inhibitor (59% accuracy)

D6 Inhibitor (59%
accuracy)

Non-inhibitor (67%
accuracy)

Inhibitor (58% accuracy) Inhibitor (76% accuracy) Non-inhibitor (70%
accuracy)
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compounds. Although the 3D-QSAR predictions were not
signicantly strong, they still were comparable to reference
compounds with respect to binding affinity calculated using
docking studies. Compound D3 and D5 showed �10.4 and
�10.2 kcal mol�1 binding energy with the NMDA receptor,
respectively. Interaction models for compound D3 and D5 are
shown in Fig. 12. Compound D3 establishes H-bond interaction
between Gln110 and the –NH atom in the side chain of
compound D3 (Pose 3). Arg115 is also involved in H-bonding
with the ‘O’ atom of the –OCH3 group of compound D5, and
there is also H-bond interaction between Gln110 and the central
ring nitrogen atom. This indicates that Gln110 and Arg115 are
key residues which take part in H-bonding to improve the
binding affinity of ligands toward the NR2B subunit of the
NMDA receptor. Compounds D1, D2, D4 and D6 also showed H-
bonding interactions with Arg115. This could be the reason for
their good binding affinities. Compound D6 showed a binding
energy of�10.2 kcal mol�1 and established H-bond interactions
between the oxygen atom of the –OCH3 group and Arg115 with a
1.904 �A distance. The pyridine nitrogen of D6 also forms a H-
bond with Arg115 with a 2.276 �A distance (Fig. 12). Although,
compound D6 is a completely different structure than ifenpro-
dil, the shape acquired by D6 was observed to be similar to that
of ifenprodil. Therefore, shape-based features of this compound
perhaps lead to improvement in pKi values and binding energy.

Physicochemical properties, such as log P, total polar surface
area (TPSA), molecular weight (MW), H-bond acceptors, H-bond
donor and molecular volume, were calculated for all the
designed compounds53 (Table 8). Secondary amine containing
compounds may lead to variable pharmacokinetic proles due
to potent inhibition of the metabolizing enzyme cytochrome
P450 (CYP) 2D6.15 Compounds D1–D5 possess secondary
amines in their structures. Therefore, the CYP450 modulation
was studied for these compounds using OCHEM54 (Table 9).
Compounds D1–D5 were found to be inhibitors of CYP2D6. It
was reported by Brown et al. that amide replacements of the
secondary amine showed dramatic improvement in CYP2D6
inhibition. Hence, various compounds were designed by
incorporating the amide group into the side-chain and studied
23938 | RSC Adv., 2015, 5, 23922–23940
for their in silico CYP450 modulation. The designed compounds
were found to be non-inhibitors of CYP2D6 but showed
moderate NR2B binding pKi values (i.e. <7). To improve the
NR2B binding pKi values, the compounds were further opti-
mized by replacing the cyclic ring with an aromatic one. It was
observed that compound D6 showed a good NR2B binding pKi

value (pKi 7.3) and retained non-inhibitor characteristics
towards CYP2D6. Furthermore, compound D6 was docked into
the active site of NMDA receptor (PDB Id: 3QEL) by using
AutoDock Vina and it was observed that compound D6 ts well
into the binding site with binding energy of �10.2 kcal mol�1.
This was considered a structure-based validation for the NR2B
binding pKi value of compound D6 predicted by the 3D-QSAR
models.

4 Conclusions

The present work uncovers key structural requirements for
NMDA inhibition employing various QSAR methods. The data
set used in building 2D- and 3D-QSAR models comprises of
structurally diverse NR2B selective NMDA receptor antagonists
with wide biological activity variation. 2D-QSAR analyses have
shown the major importance of Baumann's alignment inde-
pendent topological descriptors in predicting NR2B selective
NMDA receptor antagonistic activity of pyrazine and related
derivatives. Out of two models (MLR and PLS), the MLR model
was found to be the highly predictive, reliable model because of
its signicant external predictive power. Moreover, in the
present study, 3D-QSAR models using kNN MFA SW-FB and SA
methods were developed. Both 3D-QSAR models showed good
internal as well as external predictive ability.

Elucidation of pharmacophoric features was carried out
using a docking study. The putative pharmacophore model so
obtained suggests that two aromatic rings, one H-bond donor
and H-bond acceptor features of pyrazine derivatives would
effectively contribute in the interaction mechanism with the
NMDA receptor. 2D descriptors obtained from 2D-QSAR
models, such as T_C_O_7 and T_T_T_6, and 3D data points
obtained from 3D-QSAR show the importance of an electro-
negative oxygen atom (i.e. acceptor) and phenyl ring (i.e.
This journal is © The Royal Society of Chemistry 2015
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aromatic ring). Hence, the descriptors from QSAR studies are
found to corroborate with the pharmacophoric feature obtained
from the docking studies. The pharmacophore model devel-
oped here could be used for virtual screening of commercially
available databases, and the QSAR models derived from this
study could be effectively used to predict and optimize the
NMDA receptor binding activity of the lead compound obtained
from the virtual screening. New compounds were designed so as
to improve the NR2B subunit binding pKi values using struc-
tural information obtained from 3D-QSAR models. The best
predicted molecules were further docked into the active site of
NMDA receptor using the AutoDock Vina program to observe
their possible binding mode and interactions.
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